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Abstract

Introduction. In this paper, we consider the problem of predicting the strength of square-section centrally compressed
short concrete-filled tubular columns using machine learning methods. Traditional methods, such as the finite element
method and the theoretical-experimental approach involving selection of empirical formulas require significant compu-
tational resources and time. At the same time, these methods are not always capable of accounting for complex nonlinear
dependencies between the parameters. The key objective is to develop a high-precision model capable of predicting the
load-bearing capacity of columns using the major parameters.

Materials and Methods. For the current study, a database was generated containing the results of numerical experiments
on calculating the load-bearing capacity of square-section concrete-filled tubular columns in a physically nonlinear for-
mulation. As part of the study, models based on machine learning methods were designed and implemented using the
Jupyter Notebook interactive computing platform. The main method is the CatBoost mechanism (Gradient Boosting Re-
gressor). The resulting models were trained by means of nonlinear optimization methods.

Results. The article evaluates the degree of impact of each of the input parameters on the final predictions of the model.
The results on the degree of impact for the CatBoost and Random Forrest Regressor (RFR) models are obtained. The
quality of the resulting models evaluated using the R? value was 98% for CatBoost and 94% for RFR.

Discussion and Conclusions. The resulting approach has proved to be highly efficient in predicting the load-bearing capacity
of concrete-filled tubular columns, providing a balance between the accuracy of the results and computational complexity.

Keywords: concrete-filled tubular columns, machine learning methods, prediction, load-bearing capacity, artificial intel-
ligence, artificial neural networks

Acknowledgements. The authors appreciate the reviewers, whose critical assessment of the submitted materials and
suggestions helped to significantly improve the quality of the project.

For citation: Kondratieva TN, Chepurnenko AS. Predicting the Load-Bearing Capacity of Square-Section Pipe-Concrete Col-
umns Using Machine Learning Methods. Modern Trends in Construction, Urban and Territorial Planning. 2025;4(4):44-52.
https://doi.org/10.23947/2949-1835-2025-4-4-44-52

OpuzuHanbl-toe amnupudecKkoe ucciedosamnue

IIporno3upoBaHue Hecyliei ClIOCOOHOCTH TPYOOOETOHHBIX KOJIOHH KBAIPATHOIO CeYeHUs
NpH OMOIIM MeTOI0B MAIIIMHHOTO 00y4YeHusI
T.H. KongparnseBa < ") A.C. YenypHeHko

JloHCKOM ToCyaapCTBEHHbIN TEXHUUECKUI yHUBEepcUTeT, T. PoctoB-Ha-Jlony, Poccuiickas deneparus

< ktn618@yandex.ru

AHHOTAIINA
Beseoenue. B nanHol paboTe paccMaTpuBaeTCs 3a/1a4a IPOrHO3UPOBAHUS IIPOYHOCTH IEHTPAIBHO CKATHIX KOPOTKUX TPY-
000CTOHHBIX KOJIOHH KBJIPATHOTO CEYCHHS C HCIIOJIE30BAHUEM METOJIOB MAITMHHOTO 00y4eHHs. Tpa uiinOHHBIE METO/IBI,

© Kondratieva TN, Chepurnenko AS, 2025


https://doi.org/10.23947/2949-1835-2025-4-4-44-52
mailto:ktn618@yandex.ru
https://doi.org/10.23947/2949-1835-2025-4-4-44-52
mailto:ktn618@yandex.ru
https://orcid.org/0000-0002-3518-8942
https://orcid.org/0000-0002-9133-8546
https://orcid.org/0000-0002-3518-8942
https://orcid.org/0000-0002-9133-8546
https://creativecommons.org/licenses/by/4.0/
https://crossmark.crossref.org/dialog/?doi=https://doi.org/10.23947/2949-1835-2025-4-4-44-52&domain=pdf&date_stamp=2025-12-30

Kondratieva TN, et al. Predicting the Load-Bearing Capacity of Square-Section Pipe-Concrete Col-umns Using Machine Learning Methods

TaKHe KaK METOJ KOHEUHBIX JJIEMEHTOB U TEOPETHKO-3KCIEPUMEHTAIBHBIH MOJX0/ ¢ MOAOOPOM IMIMpHYECKUX (popmyi,
TpeOyIOT 3HAUMTEIbHBIX BBIYUCIUTENBHBIX PECYPCOB M BpEMEHH. B TO 7k BpeMsI 3TH METOABI HE BCET/Ia CIIOCOOHBI YIHUThI-
BaTh CJIOXKHBIC HENMHEIHBIE 3aBUCIMOCTH MEXIy Mapamerpamu. OCHOBHAs I1eJIb — pa3padOTKa BEICOKOTOYHON MOJIEIH,
CIOCOOHOM MPEACKa3bIBATH HECYIIYIO CIIOCOOHOCTH KOJIOHH Ha OCHOBE KITFOUEBBIX [TAPAMETPOB.

Mamepuanst u memoost. [y ucciaenoBanus ObuIa CreHEpHpOBaHa 0a3a JaHHBIX, COCTOSINAS U3 PE3yIbTATOB YHCIICH-
HBIX 3KCIICPUMEHTOB 110 PacueTy HecyIel cnocoOHOCTH TpyOOOETOHHBIX KOJIOHH KBaAPATHOTO MONIEPEYHOTO CEYECHHS B
(u3nYecKn HEMHEHHOW MOCTaHOBKE. B paMKax MpoBeAeHHOTO UCCIIeJOBAaHHS OCTPOSHBI MOJICNIN Ha OCHOBE METOJIOB
MAaIIMHHOTO 00Y4€HHs, PEIN30BaHHbIE C UCIIOIB30BaHHEM HHTEPAaKTHBHON BBIYHUCINTENbHON u1aTdopmsl Jupyter Note-
book. OcuoBHbIM MeTonOM siBIsieTcs: Mexanu3Mm CatBoost (Gradient Boosting Regressor). O6y4ueHne mOCTpOSHHBIX MO-
Jieiel IpON3BE/ICHO C UCTIOIb30BaHUEM METO/I0B HETMHEHHOM ONTHMHU3aIINH.

Pe3ynomamot uccnedosanus. B crarbe npoBeeHa OIIEHKa CTEIIEHH BIUSHHS KaXXI0T0 BXOJHOTO IapaMeTpa Ha UTO-
TOBBIE MIpeACKa3aHusa MoJiesu. [orydeHbl pe3yabTaTsl 0 BEIMYNHE CTEIICHH BIMSHAA A Mozaener CatBoost n Ran-
dom Forrest Regressor (RFR). OueHka kadecTBa MOCTPOEHHBIX Mojenell mo BenuuuHe R2 coctasuma 98 % s
CatBoost 1 94 % — g RFR.

Oécyrncoenue u 3akniouenue. PazpaboTaHHBIN MOIX0] AEMOHCTPUPYET BBICOKYIO 3()(heKTHBHOCTH B 3a/1a4€ MPOTHO3H-
poBaHUS Hecymiel CIOCOOHOCTH TPYyOOOETOHHBIX KOJIOHH, obecniednBas OaJaHC MEXIy TOYHOCTBIO Pe3yJIbTaTOB M BBI-
YHUCIIUTENBHOM CII0KHOCTBIO.

KiroueBble cjioBa: TpyOOOCTOHHBIC KOJOHHBI, METObI MAIIMHHOTO OOyUYCHHMS, MPOTHO3HUPOBAHUE, HECYIIas CIOC00-
HOCTb, UCKYCCTBEHHBI MHTEIJICKT, UCKYCCTBEHHbIC HEHPOHHBIE CETH.

BuarogapHocTH. ABTOPHI BRIPaXKAIOT 0JIAr0IapHOCTD PEIAKIMK U PEIICH3CHTaM 32 BHUMATEIBHOE OTHOIIICHHUE K CTAThe
Y yKa3aHHBIE 3aME€UYaHUsl, KOTOPHIE TIO3BOJIMIN MOBBICUTH €€ Ka4eCTBO.

Jnsa uutupoBanus: Konnparsea T.H., Yemmyprerko A.C. [IporaosupoBaHue HecyIei crrocoOHOCTH TPyOOOETOHHBIX KO-
JIOHH KBaJIPaTHOTO CEYECHUS IIPU ITOMOIIN METOI0B MallMHHOTO 00yueHus. Cospementvie meHOeHYUU 6 CMpoUmenscmeae,
2padocmpoumenscmee u nianuposke meppumopuii. 2025;4(4):44-52. https://doi.org/10.23947/2949-1835-2025-4-4-44-52

Introduction. Evaluating technical condition of monolithic reinforced concrete structures is remaining an urgent and
common task, particularly considering there is a need to ensure they are durable and safe. This can be addressed not only
by means of analytical and computational methods [1-3], but also using the more up-to-date reputable methods of artifi-
cial intelligence (Al) and machine learning (ML) [4-6].

The commonly used finite element method (FEM) enables complex physical processes such as the nonlinear behavior
of materials, interaction of steel and concrete [7], as well as the influence of a range of loads to be accounted for [8].
However, the major drawback of the FEM is its high computational complexity and the need for a large number of
parameters in order to calibrate the model.

ML methods are a modern data analysis tool allowing one to identify complex nonlinear dependencies between input
and output parameters [9-11]. Unlike empirical formulas, machine learning enables patterns to be automatically identified
in large amounts of data making it a more versatile and efficient prediction method.

In [12], the authors examine the formation of defects in reinforced concrete structures by means of artificial intelli-
gence algorithms such as random forest (RF), support vector machine (SVM), classification and regression tree (CART),
and gradient boosting.

In modern practice, convolutional neural networks (CNN) are being increasingly used in order to predict the strength
of reinforced concrete structures [13-15]. E.g., in [13], the authors developed a CNN that is capable of two-dimensional
full-scale prediction of crack formation at early stages and description of the entire fracture process. A model capable of
predicting both crack initiation and propagation was set forth in [14]. In order to monitor the condition of reinforced
concrete structures at complex construction sites, the authors of [15] made use of a fully convolutional neural network
(FCN) to segment images and localize cracks on concrete surfaces, accounting for the heterogeneity of concrete proper-
ties. The resulting FCN model minimizes false positive and false negative results and is also of high quality, which enables
small and complex cracks to be segmented.

In [16], an automated classifier was developed that also functions as a tool for automatic detection and classification
of cracks in reinforced concrete columns of different levels of complexity by means of deep CNN (DCNN) methods. The
suggested DCNN model analyzes complex textures as well as noises and displays high crack detection accuracy of 96%
due to the depth of the model layers and expansion of each layer in a parallel manner.

In order to predict cracks in time, the authors of [17] made a step forward in their research and designed a hybrid
model combining DCNN and recurrent neural networks (RNN).
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Hence there is no doubt that ML algorithms have a few advantages, such as identifying patterns in large amounts of
data, detecting hidden patterns and dependencies accounting for the multidimensional nature of data, automatic analysis
of evaluating the condition of reinforced concrete structures using the major parameters, optimization of ML algorithms
and parallel computing.

However, these ML algorithms have some drawbacks, such as inaccuracy or weakness, limited generalization ability,
and low-speed operation [18, 19]. One of the key ones is the dependence of machine learning models on the quality of
training data and its volume.

While training most artificial intelligence models, data from field experiments is used in order to predict the strength
of concrete-filled tubular columns [20-22]. Such experiments are typically conducted on samples with relatively small
cross-sectional dimensions compared to actual structures. Considering the poor ability of machine learning methods to
extrapolate data, serious errors are likely while predicting the load-bearing capacity of actual structures. A solution would
be to make use of a combined approach, where training data is generated by means of a finite element calculation of
structures with actual dimensions using a method validated based on experimental data.

The objective of the study is to develop machine-learning models for predicting the strength of centrally compressed
square-section concrete-filled tubular columns using the data obtained as described above.

Materials and Methods. A database was generated for this study representing the results of numerical experiments
in order to calculate the load-bearing capacity of short square-section concrete-filled tubular columns according to the
methodology described in [23]. That data was used in order to develop and analyze models combining the traditional
methods of structural mechanics and machine learning algorithms.

The input parameters describing the basic geometric as well as physical and mechanical characteristics of the columns
were generated in uniform increments in the ranges typical of actual structures, which enabled a wide range of possible
combinations to be covered.

The key parameters are as follows: a is the external size of the column cross section, mm; t is the wall thickness of a
steel square tube, mm; Ry is the yield strength of steel, MPa; Ry is the compressive strength of concrete, MPa.

The output parameter is the load-bearing capacity of the concrete-filled tubular columns Nut, kKN. This indicator was
obtained as a result of numerical experiments performed according to the methodology described in [24]. The calculations
accounted for the complex interaction of the steel tube and the concrete core, including the joint operation of the materials
and their deformation behavior.

The analyzed data array is partially shown in Table 1. The training sample included the total of 22,308 items.

Table 1
Table of the generated data

No. a, mm t, mm Ry, MPa Rp, MPa Nuit, KN

1 100 3.00 220 10 349.71

2 100 3.45 220 10 385.27

3 100 3.91 220 10 420.72

4 100 4.36 220 10 455.76

5 100 4.82 220 10 490.38

6 100 5.27 220 10 524.59

7 100 5.27 220 10 524.59

8 100 5.73 220 10 558.38

9 100 6.18 220 10 591.76

10 100 6.64 220 10 625.31

11 100 7.09 220 10 657.89
22.299 500 10.55 840 120 44248.28
22.300 500 11.82 840 120 45887.56
22.301 500 13.09 840 120 47511.10
22.302 500 14.36 840 120 49118.97
22.303 500 15.64 840 120 50759.78
22.304 500 16.91 840 120 52338.05
22.305 500 18.18 840 120 53900.79
22.306 500 19.45 840 120 55501.41
22.307 500 20.73 840 120 57089.77
22.308 500 22.00 840 120 58609.37
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In order to improve the quality of the models, data preprocessing was performed: normalization, data separation, and
cross-validation. The values of each parameter were scaled in the range (0-1) in order to prevent the features with large
values from dominating. The generated data was divided into the training (80%) and test (20%) arrays for the model
training and evaluation.

The following machine learning algorithms were used to analyze the data and design models for predicting the strength
of centrally compressed square-section concrete-filled tubular columns: Linear Regression, Decision Tree, Gradient
Boosting, Random Forest Regressor, RFR.

The regularization method was used to normalize the parameters, the Optuna method for optimization, and
GridSearchCV and RandomizedSearchCV for hyperparameter selection. The range of parameter values for the CatBoost
model was: iterations — 1000-1500; depth — 4-8; learning_rate — 0.1-0.6; 12 reg_lambda — 1.9-4.9. For RFR:
n_estimators — 100-250; max_depth — 10-20; min_samples_leaf — 1-4. As the RFR model has no iteration tracking
option, model training is possible with a different number of trees and root mean square error (MSE) analysis. With a
small number of trees, the RFR model is undertrained and displays a low quality score. As the number of trees increases,
the MSE score gets stabilized and the quality score of the model becomes satisfactory.

For the trained models, the significance of the features was also analyzed by evaluating the degree of impact of each
input parameter on the final predictions of the model. This approach allowed us to identify an extent to which the predic-
tion results change when do the values of a certain feature.

Research Results. The statistical characteristics of the initial data set are shown in a table (Table 2). The main indi-
cators are as follows: sample size, sample mean, variation dispersion, extremes of the variable values. All of these indi-
cators help to statistically analyze the variables, identify their range in relation to their centre, show the asymmetry of the
distribution, and deduce the distribution laws of these variation rows.

Table 2
Table of the statistical characteristics
Parameter a, mm t, mm Ry, MPa Ry, MPa Nuit, KN
Number 22308 22308 22308 22308 22308
Mean 253.85 9.92 530.00 65.0 10564.50
Standard deviation 128.40 5.06 196.07 34.3 10419.09
min 100.00 3.00 220.00 10.0 349.71
max 500.00 22.00 840.00 120.0 58609.37

Fig. 1 shows the correlation between the model parameters. There is a strong correlation (0_6§|p|go_9) between

the parameters: the external size of the column cross-section and the wall thickness of the steel square tube ( Pa; =0.7);

the external size of the column cross-section and the load-bearing capacity of the concrete-filled tubular columns
(p,. =0.88); the wall thickness of the steel square tube and the load-bearing capacity of concrete-filled tubular columns
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Fig. 1. Correlation matrix
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The study focused on the CatBoost gradient boosting algorithm that showed the best results among the tested algo-

rithms (R% = 0.98).

The most significant parameter of the CatBoost model is the external cross-sectional dimension of the column, its
significance is 96%, the impact of the compressive strength of concrete was 33%, the yield strength of steel was 28%,
and the wall thickness of the square steel tube was 20%. The most significant parameters of the RFR model and their
degree of importance were distributed as follows: the external cross-sectional dimension of the column was 92%, the
compressive strength of concrete was 21%, the yield strength of steel was 17%, and the wall thickness of the square steel
tube was 14%. The significance of the influencing factors for both models coincides, and the quantitative assessment of
the contribution of each feature is clearly shown in Fig. 2 and 3, respectively.
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Fig. 2. Evaluation of the signifance of the features for CatBoost
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Fig. 3. Evaluation of the signifance of the features for RFR
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The optimal parameter values obtained during the model training are shown in Table 3.

Table 3
Optimal values of the model parameters
Model Parameter Value
Iterations 1500
CatBoost Depth °
Learning rate 0.4
12 leaf reg 2.8
N estimators 180
RFR Max depth 6
Min samples leaf 1

The evaluation of the quality of the models is shown in Table 4.
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Model quality metrics

Metrics/Model CatBoost RFR
MAE 3.1 7.8
MSE 5.4 4.5

MAPE, % 0.015 0.007
R? 0.98 0.94

Fig. 4 and 5 show the error histograms: the actual values along the ordinate axis and the predicted ones along the
abscissa axis.

P ™
50000 /r.’
40000 L
L7}
]
: /
S 30000 =
7]
g0
& 20000 /‘-

10000 /r

0 P —
T
0 10000 20000 30000 40000 50000
Predicted values
Fig. 4. Error histogram for CatBoost
&
4

50000 ,!

40000 /‘r
W
2
— |
= 30000 >
z
&
ey

& 20000 4

10000 /r
0 i B
T
0 10000 20000 30000 40000 50000
Predicted values

Fig. 5. Error histogram for RFR

Discussion and Conclusion. This study has provided a comprehensive overview of the existing methods for predict-
ing the strength of concrete-filled tubular columns and outlines the advantages of using machine learning in this field.
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The use of machine learning methods, particularly CatBoost, has enabled us to identify the precise dependencies
between the parameters outperforming the traditional empirical methods. The prediction reliability using the R?value for
the model based on the CatBoost algorithm was 0.98. The model based on the Random Forest Regressor method displayed
a lower accuracy (R? = 0.94).

According to the analysis of the significance of the features, the external cross-sectional dimension of a concrete-filled
tubular column is the major parameter that has the greatest impact on its load-bearing capacity.

In further studies, the range of model parameters based on the current results is going to be expanded considering
some additional factors. The additional parameters can include the eccentricity of a longitudinal force, the flexibility of
an element, the proportion of prolonged loads in the total loading, etc.
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